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Abstract

Principal component analyses (PCA) has been widely 

used in reduction of the dimensionality of datasets, 

classification, feature extraction, etc. It has been 

combined with many other algorithms such as EM 

(expectation-maximization), ANN (artificial neural 

network), probabilistic models, statistic analyses, etc., 

and has its own development such as MPCA (moving 

PCA), MS-PCA (multi-scale PCA), etc. 

PCA –and its derivatives-- has a wide range of 

applications, from face detection, to change analysis. 

Change detection from PCA shows however a main 

difficulty, that is, result interpretation. In this paper, a 

new PCA method is developed, namely MB-PCA (Multi-

Block PCA), in order to overcome this problem. 

Experimental results demonstrate the interest of the 

approach as a new way to use PCA.
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1. Introduction 

Principal Component Analysis (PCA) is a widely used 

technique for data compression and information 

extraction[1][2][3][4]. With the linear assumption of the 

datasets, PCA finds linear combinations of variables that 

describe major trends in a data set. It has been widely 

used in many fields such as classification, reduction of 

datasets, feature extraction, etc. And one of its 

application fields is to be used on change detection. 

Change detection is a common and challenging subject 

in image processing. It is frequently used in surveillance 

system, image series analysis, monitoring system, 

satellite images analysis, etc[5][6]. And generally it is 

combined with the problem of segmentation or 

classification.

Efficient techniques to analyze changes from multi-

temporal satellite images is important for many applied 

problems such as: urban development, environmental and 

agricultural monitoring[7][8][9][10][11][12]. 

Our project is a part of flood forecasting and land-cover 

use in the Red River Delta region in Vietnam. We are 

trying to find out the changed regions from some satellite 

images by comparing the differences between wet 

seasons and dry ones. In this field there are some 

literatures before[13][14][15] and some researchers used 

PCA to analyze images. But it seems very hard to give 

some good and clear explanation when using PCA 

analysis directly to change detection. By introducing 

multi-block PCA method, we can have a better viewpoint 

and make the results clearer. 

2. General overview on PCA method 

2.1 PCA technique 

Given a set of images, the general PCA framework is as 

follows: 

1) Transform each image into a vector.  

Each image Ii has an associated intensity matrix Mi, of 

size n x m, in which each element means the intensity of 

the corresponding pixel. Then each matrix Mi is reshaped 

into a single vector Xi, of size (n x m) x 1. If we have 

totally ‘nset’ images, we can have nset vectors, and then 

combine them all into a matrix: A = (X1, …, Xnset), whose 

size is (n x m) x nset, the columns of which are the vectors 

Xi. Then the PCA will be carried out on this matrix A. 

2) Calculating process. 

In general PCA framework we use Z = AtA, whose size 

is nset x nset. Thus we can get its eigenvalues λi, (i ∈ [1, 

nrank]), and eigenvectors – i.e loading vectors vi, (i ∈ [1, 

nrank]). nrank is the rank of A and nset ≥ nrank (when nset = 

nrank, Z is called full-rank matrix).  

And then A can be written into the linear combination 

of vis:
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in which, 

ti = Avi, (i ∈ [1, nrank]) 

T = AV (V= [v1 ... 
ranknv ] ) 
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The relations hidden are: 
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From SVD’s (Singular Values Decomposition) view, 

we can get: 
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in which, U’s columns are eigenvectors of AAt, and V’s 

columns are eigenvectors of AtA, while D is a diagonal 

matrix with the diagonal elements di, the singular values, 

which are the square roots of the eigencalues λi of AtA.

3) About the basic matrix. 

Since neither mean-centering nor rescaling was 

implemented (give reference to mean centering and 

rescaling approaches), the method upwards takes the 

mean size into account. Thus we use the covariance 

matrix Acov of the input data set or the correlation matrix 

Acor instead of using Z= AtA.

Acov and Acor are both of size nset x nset, just like Z, and 

their elements are defined respectively by:    

∀ (i,j) ∈ [1, nset ] x [1, nset ], 
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(eq. 4) 
In our program we use the matrix Acor instead of Z to 

eliminate the influence of different mean values and 

intensity ranges. 

4) Principle components. 

After PCA analysis on the whole image series, we can 

get new images (principle components) PCi (i∈ [1, nset]) 

according to the following formula: 

PCi = Avi (eq. 5) 

2.2 Experimental results on PCA 

The images used for experimentation are Vegetation 

images. Vegetation images are 4 band multi-spectral 

images, with the one kilometer resolution and daily 

acquisition. They are dedicated to the monitoring of 

Earth observation at global scale. We use the ten-day 

synthesis (S10) products and NDVI (Normalized 

Difference Vegetation Index) dataset, with the resolution 

1-km /pixel and the PRODUCT_ID 

V1KRNS10__20010101E. The chose application site is 

the Red River Delta, from the Hanoi Delta (Vietnam) to 

Yunnan province (China). 

26 images were chosen from January to December, 

1998. Some of them are shown in the following Figure 1. 

All of their sizes are 803x617, with the same region of 

red river flowing into the sea. 

Jan.1  Jan.21    Feb.1 

 Feb.11  Feb.21  Mar.1 

 Jul.21  Sep.1 

Figure 1 Input Vegetation images

The results of PCA processing following the steps 

from 1) to 4) are shown in Figure 2(only listed the first 6 

components PC1 ~ PC6).

(PC1)  (PC2)  (PC3)

(PC4)   (PC5)   (PC6)

Figure 2 Output images

The corresponding eigenvalues are shown in Table 1. 

Table 1 Eigenvalues of PCA 

PC  eigenvalue 

PC1 10.34615 

PC2 5.085591 

PC3 1.900715 

PC4 1.419621 

PC5 0.820063 

PC6 0.720243 

Because our target is to detect regions of changes, it is 

obviously very hard to give perfect explanation based on 
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the results upwards, though the eigenvalues of PC1 and

PC2 as shown in Table 1 show out prominent differences 

with others. So we have to develop a new method to do 

change detection. 

3. Multi-Block PCA 

Because of facing many difficulties in explaining the 

results of the traditional PCA method when doing change 

detection, especially when having to give out the 

differences between PC1 and PC2, we put forward a new 

idea in processing PCA to try to solve such a problem 

both in the theory and in its application field.  

In the past literatures, there does exist such a word 

‘multi-block’ PCA[16], but its meaning is totally 

different from ours. It was developed under the name 

Consensus-PCA in process monitoring. But what we 

mean here is to do PCA process as following steps: 

1) Partition. To divide each of the images into m

blocks according to a defined way; 

2) Group. To group the blocks at the same position in 

all the initial images into a block image series to 

make m series; 

3) Block PCA. To analyze those block series by PCA 

process and get their principle components; 

4) Combination. To combine those principle 

components with the same order of eigenvalues to 

form a new image. 

The detail is as follows.  

Partition. Beginning from a series of images (X1, …,

Xn)
t, we divide each Xi into a group of sub-images or 

blocks (B-Xi1, …, B-Xim), i∈[1, n]. Then all the blocks 

(B-Xij), i∈[1, n], j∈[1, m], constitute the same matrix as 

A=(X1, …, Xn)
t, which means A=(B-Xij).

Group. In matrix A, while fixed its row i, it is exactly 

the image Xi; while fixed its column j, (B-X1j, …, B-Xnj)

can be regarded as a sub-image/block series extracted 

from the initial images (X1, …, Xn)
t, which can be seen in 

Figure 3. Obviously there are m series in total. 

Figure 3 Block image series (there are n images in total 

 and for each image there are m blocks) 

Block PCA. In this step, we apply PCA analysis on 

those m block series separately. For example, in series j,

(B-X1j, …, B-Xnj), j ∈[1, m], after PCA process we can 

get n principle components such as (B-PC1, B-PC2, …,

B-PCn), whose corresponding eigenvalues are ranked in 

descending orders.  

Combination. After all the m series are processed, we 

obtain m B-PC1s, which can be constructed into a new 

image —  PC1. Similarly, all the m B-PC2s can be 

constructed into image PC2, and so as to the other PCs. 

Thus we can obtain n new constructed images (PC1, PC2,

…, PCn). It is obvious that those images have the same 

size as the initial images (X1, …, Xn). Inside all of the 

new images, PC1 is the most important one. 

Before analyzing the results upwards, we should 

review the general interpretation for traditional PCA. If 

the eigenvalue of PC1 is much bigger than the others, PC1

should be the background/common part of all the images 

(X1, … , Xn), and could show the ‘stable’ and 

‘unchangeable’ part of the whole image series. So it can 

be regarded as the ‘background’ of the whole image 

series.

Now let’s consider the combined image PC1 obtained 

from the 4 steps upwards. For each sub-block (B-PC1) of

it, if its eigenvalue is much bigger than those in (B-PC2,

…, B-PCn), it means it is the background/common part of 

all its block image series (B-X1j, …, B-Xnj). On the other 

hand, if its eigenvalue is near to some others of (B-PC2,

…, B-PCn),  it means it is a changed region. At last, after 

all the small changed regions/blocks are marked, the 

summary of them gives the entire changed region of the 

whole image series. The conclusion is based on the 

following rules: 

1)  If all the regions are similar to each other, the 

rank of the block series matrix will be near to 1. 

Then in the same block series the eigenvalue of 

B-PC1 will be much bigger than all the other 

eigenvalues of B-PCi. Conversely, if the 

calculated result of eigenvalue of B-PC1 is much 

bigger than all the others, we can conclude there 

is no obvious change in this region. And across 

the block series, this small region keeps nearly 

the same. 

2)  If there are some changes in this small region, 

which means that there are more than one type in 

the block series but not only the pure 

background, the eigenvalue of B-PC1 will not be 

so prominent compared with others. Conversely, 

if the eigenvalues are near to each other, it means 

that there exists a change in this region. 

From the two rules we can conclude that the 

distribution of eigenvalues of block series shows if there 

exists a change across the image series. Those small 

regions with distributed eigenvalues show out all the 

changed regions. 

BBlloocckk SSeerriieess

IImmaaggee SSeerriieess
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4. Application of Multi-Block PCA method 

In our tests the program is based on two rules: 

1) For those ‘backgrounds’ / ‘unchanged regions’, 

most of their blocks must have very big maximal 

eigenvalues, which could be a main part in the whole 

sum of eigenvalues in their own principle component 

groups. On the other hand, their maximal eigenvalues 

should be more than at least 2 times bigger than the 

second eigenvalues. 

2) In some principle component groups, there do exist 

some groups having close 1 and 2 (the maximal and 

second eigenvalues). And so their corresponding blocks 

can’t be taken as the ‘background’ of ‘common’ parts of 

the image series but ‘changeable’ and ‘active’ region in 

the series. 

Our tests will prove the rules right or not. From the 

viewpoint of calculation of eigenvalues of matrix in 

theory, we can also draw out similar rules. 

Because conditions in reality are very complex, we try 

to separate them into different types and design different 

tests to examine the results of our method. 

4.1. Man-made image series 

At first we should prove the rules shown in Section 3. 

So we use Photoshop to make some images by ourselves 

based on one initial image. The series is shown in Figure 

4.

Figure 4 Image set 

All the images are 640 x 480. There are two regions 

changed in the series. One is a long bag, the other is a 

journal stuffed into the gap of the shelf. The two objects 

are put on the initial image of shelf in Photoshop by 

ourselves. For the other parts of the images and other 

images, they are exactly identical in the intensity values. 

Figure 5 shows the result of Multi-block PCA, in 

which a large ‘pixel’ representing a block. The red blocks 

mark out changed regions. They are near to the figures of 

the bag and the journal. The block’s size is 20x20, which 

is changeable according to people’s definition.

Figure 5 Result of change detection using PCA 

The red regions are marked out with some differences 

from others as following: for the red blocks’ sub-image 

series, the first eigenvalue of it is not too much bigger 

than the other eigenvalues—less than 10 times of the 

second eigenvalue. It means for those red block series, 

the eigenvalues are distributed and so there are more than 

one image type in the sub-image series. According to the 

rules in Section 3, there is a kind of change here. The 

threshold ‘10 times’ is decided by experience.  

4.2. Photos taken by random

As shown in Figure 6, we took some photos of shelves 

in our own laboratory. Different from those images in last 

test, the images in this set are all true photos taken in 

different time. So their intensity values are also changing 

between different images. And there are obviously two 

changed regions which can be seen with human’s eyes: 

one is the bag hung on the shelf, the other is a journal 

stuffed inside the gap of shelf. But for the other parts, it 

is very difficult for us to find some dissimilarity by our 

eyes though their intensity values are not the same owing 

to many reasons. 

Figure 6 Initial photos taken by man 

The result of Multi-block PCA is shown in Figure 7. 

The red crossings showed the tiny light changes in the 

gaps, which cannot be found out by people’s eyes in 

initial images. Only after we made them a movie series, 
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we can find some difference in the gaps’ region. Those 

changes are caused by light-varying by the time. The 

block’s size in the result is 40x40. If we use the same 

20x20 block as in last test, the pattern of the image will 

scatter because of instability causing by too many tiny 

intensity changes. 

Figure 7 True images’ result 

The regions of the bag and the journal are not as good 

as in the test before. Thus it shows that the method we 

used is sensitive to images’ tiny changes. So it should be 

able to help people find the dissimilarity among a series 

of similar images. 

From this test we can see, though theoretically the 

multi-block PCA method sounds good, there are some 

problems in its realization. The most difficult one is that 

even if there is no any change in reality for a true scene, 

there will be some differences between the images taken 

at different time, just like the gaps’ region in this test. 

Indeed, changes visualized in the images do not 

necessarily reflect a change in the true scene but can 

come from various factors such as meteorological 

conditions, changes of second order in the scene such as 

humidity, effect of wind, different acquisition view 

angles etc. 

4.3. Satellite images

Using the same dataset as in Figure 1, we obtained 

from multi-block PCA computation the result illustrated 

in Figure 8.  

Though it is even very difficult for specialists to give 

out the differences with their eyes among those images, 

the result shown in Figure 8 gave some possible changed 

regions, which will be useful for common overview. The 

block size here is 40x40 with the initial image size 

803x617. And an explanation here is that the red lines at 

the bottom and at the right of the image was cause by 

unresolved parts because neither 803 nor 617 can be 

divided into integers by 40. 

Figure 8 Result for satellite photos 

Similar as the reasons explained above in last section, 

changes in appearance are not necessarily due to real 

changes. And besides of wind, humidity and view angle, 

there are lots of clouds in the initial dataset. So the results 

based on such a dataset cannot give too much meaningful 

information.  

5. Discussion

From the tests upwards, we can find the multi-block 

PCA method is able to give good result of change 

detection for the image series taken by fixed camera and 

stable light condition. 

And it is sensitive to camera’s movement because such 

a movement will cause complete change of block matrix, 

which results in the eigenvalues’ obvious change. This is 

useful when we want to find the difference between two 

similar images. 

For the complex satellite images, the method is not too 

much helpful in finding interesting changed regions for 

the clouds and intensity changes in those same regions. 

The advantages of the multi-block PCA compared 

with general PCA method on change detection are: 

1) better description for the results; 

2) clear physical meaning of the whole process; 

3) with the block’s size changed, multi-scale method 

can be developed; 

4) with the block’s shape changed, experience 

knowledge can be added and interesting region 

can be considered specially; 

5) to provide a solution for PCA calculation when 

facing large image matrixes and there are no 

correlation among different parts of one single 

image. 

The disadvantages are: 

1) hard to find the clear edge of the changed regions 

because when the block size is getting too small, 

the results of PCA will be too sensitive to 

intensity; 

2) because of the intensity difference, the combined 

images are not continuous in vision meaning. 

A point we should mention is the computational cost. 

Compared with traditional PCA process, multi-block 

PCA hasn’t increased computation time obviously.  
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This method is still under development. And there is 

some further work to do, such as the influence of the 

block sizes, block shapes, etc. To model an intensity 

transformation to eliminate the influence of light-change 

is also an interesting work. At the other hand, we only 

used one channel dataset until now, and in fact there are 

multi-sensorial and multi-temporal satellite images 

available[17][18][19][20]. How to apply Multi-block 

PCA method on those dataset to detect change is a good 

direction. 

Acknowledgment 
The present work is supported by the European 

Commission, in the context of the project FLOCODS. 

6. References 

[1]  Manabu Kano et al., “Comparison of statistical process 

monitoring methods: application to the Eastman challenge 

problem”, Computers and Chemical Engineering, 24 (2000), 

pp.175–181.

[2] Daniel J. Hayes & Dr. Steven A. Sader, “Change Detection 

Techniques for Monitoring Forest Clearing and Regrowth in a 

Tropical Moist Forest”, http://wwwghcc.msfc.nasa.gov/ corred-

or/corredor_publications.html

[3] Michael Collins, Sanjoy Dasgupta, Robert E. Schapire, “A 

Generalization of Principal Component Analysis to the Expo-

nential Family”, NIPS2001, http://www-2.cs.cmu.edu/Groups / 

NIPS/NIPS2001/ papers/. 

[4] T. Lei and W. Sewchand, Eigenstructure approach to 

region detection and segmentation. Int. Conf. Image Process. 3 

(1994), pp. 456–459. 

[5] A. Tesei, et al., “Long-Memory Matching Of Interacting 

Complex Objects From Real Image Sequences”, Time Varying 

Image Processing and Moving Object Recognition, Firenze, 

Sept. 1996, http://spt.dibe.unige.it/ISIP/Publications/elenco-

96.html

[6] Andres Huertas, Ramakant Nevatia, “Detecting Changes in 

Aerial Views of Man-Made Structures”, ICCV, 1998. 

[7] Sudeep Sarkar and Kim L. Boyer, “Quantitative Measures 

of Change Based on Feature Organization: Eigenvalues and 

Eigenvectors”, Computer Vision and Image Understanding,

Volume 71, Issue 1, July 1998, pp. 110–136. 

[8]  Brian Renzella,  “Multi-temporal Change Detection 

Analysis of Wheeling West Virginia Using Manual Image 

Interpretation and Post-Classification Comparison”, 

http://www.geo.wvu.edu/geog655/spring2002/09/project.htm

[9] Peter Deer, Peter Eklund, “Values For The Fuzzy -Means 

Classifier In Change Detection For Remote Sensing”, IPMU,

ESIA - Universite Savoie, 2002, pp.187-194. 

[10] Lambin, E.F., “Change Detection at Multiple Temporal 

Scales: Seasonal and Annual Variations in Landscape 

Variables”, PhEngRS (62), No. 8, 8(1996), pp. 931-938. 

[11] Dale P.E.R. etc, “Using Image Subtraction and 

Classification to Evaluate Change in Subtropical Intertidal 

Wetlands”, JRS (17), No. 4, 3(1996), pp. 703-719. 

[12] Carlotto M.J, “Detection and Analysis of Change in 

Remotely-Sensed Imagery with Application to Wide Area 

Surveillance”, IP (6), No. 1, 1(1997), pp. 189-202. 

[13] Wong R.K., Fung T., Leung K.S., Leung Y., “The 

Compression of a Sequence of Satellite Images Based on 

Change Detection”, JRS (18), No. 11, 7(1997), pp. 2427-2436. 

[14] Hame T., Heiler I., SanMiguel-Ayanz J., “An 

Unsupervised Change Detection and Recognition System for 

Forestry”, JRS (19), No. 6, 4 (1998), pp. 1079-1099. 

[15] Macleod R.D., Congalton R.G., “Quantitative Comparison 

of Change-Detection Algorithms for Monitoring Eelgrass from 

Remotely-Sensed Data”, PhEngRS (64), No. 3, 3 (1998), pp. 

207-216.

[16] West erhuis J.A., Kourti T. and MaxGregor J.F., “Analysis 

of multiblock and hierarchical PCA and PLS models”, Journal

of Chemometrics, 12 (1998), 463-482. 

[17] Bruzzone, L., Serpico, S.B., “Detection of Changes in 

Remotely-Sensed Images by the Selective Use of Multispectral 

Information”, JRS (18), No. 18, 12 (1997), pp. 3883-3888. 

[18] Liu S.C., Fu C.W., Chang S.Y., “Statistical Change 

Detection with Moments Under Time-Varying Illumination”, IP

(7), No. 9, 9 (1998), pp. 1258-1268. 

[19] Chen L.C., Rau J.Y., “Detection of shoreline changes for 

tideland areas using multi-temporal satellite images”, JRS (19), 

No. 17, 9 (1998), pp. 3383. 

[20] Igbokwe J.I., “Geometrical processing of multi-sensoral 

multi-temporal satellite images for change detection studies”, 

JRS (20), No. 6, 4 (1999), pp. 1141. 

Proceedings of the 12th International Conference on Image Analysis and Processing (ICIAP’03) 

0-7695-1948-2/03 $17.00 © 2003 IEEE

Authorized licensed use limited to: NANJING UNIVERSITY OF AERONAUTICS AND ASTRONAUTICS. Downloaded on November 30, 2009 at 22:13 from IEEE Xplore.  Restrictions apply. 

Administrator
高亮
[10] Lambin, E.F., “Change Detection at Multiple TemporalScales: Seasonal and Annual Variations in LandscapeVariables”, PhEngRS (62), No. 8, 8(1996), pp. 931-938.


