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Introduction
The Earth surface is constantly changing; especially in de-
veloping countries, urbanization growth is so rapid that cur-
rent map updating techniques do not allow to track the
changes quickly enough. Natural disasters can also cause
large scale infrastructure damages and important changes in
the landscape; in order to carry out rescue quickly and effi-
ciently, mapping and quantitative assessment of infrastruc-
ture damages is required. Change detection in dense urban
areas is an essential problem for such operational tasks.

The principle of change detection from remote sensing
data is to make comparison between two images taken at
different times from the same location. Early methods [2, 7]
were pixel based and mainly encode features based on the
gray-level information, hence are not robust to illumina-
tion or geometric transformations of the scene. Differently,
Ünsalan and Boyer [9] use line segments features; however,
line features are quite sensitive to shadows and consequently
could hardly be applied in dense urban areas under various
acquisition conditions.

The core ideas of this paper are : i) to propose an image
change detection scheme based on a weakly classification-
by-learning of robust features computed at points of inter-
est; ii) to introduce a point matching algorithm that reduces
false-positives detection generated from projective effects of
high buildings. The approach we propose make the basic
assumption that the two images are globally registered (i.e.
geo-referenced).

Overview
The overall idea of the approach we propose is to classify
as change/no-change a limited number of points of interest
(POIs) extracted from the images and to achieve this classifi-
cation via a statistical classifier (SVM in our case). The mo-
tivation behind this is that local features computed at sparse
key points provide a more robust description, less sensitive
to local noise (i.e., cars, vegetation change, etc) than the sole
grey value taken at each pixel, to estimate change between
two images. Nevertheless, the shortcoming of local region
features classification is to be highly sensitive to projective
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deformations that can appear between views of high altitude
buildings. We tackle this problem via a point-matching pro-
cedure. Inspired from optical flow techniques, the POIs are
registered without the need to explicitly computing the trans-
formation matrix between the two images. This procedure
improves significantly the change detection results computed
from images covering dense urban areas.

Binary classification from SVM
At each POI extracted from each of the two images, we com-
pute a differential feature vector that will feed a statistical
classifier. We introduce in this subsection the main princi-
ples of the approach.

POIs and features extraction We extract POI using Har-
ris corner detector [5] (it could be any other point detector
insofar as it satisfies a high degree of reproducibility be-
tween images taken from different acquisition conditions).
For each of the two images, we then project the points in the
other image respectively, that is, take the union of the two
sets of points. We compute HOG descriptors [4] for image
patches around each POI and build a differential HOG de-
scriptor (dHOG) by subtracting corresponding HOGs in two
images. The dHOG is invariant to linear illumination change
which makes it to a robust descriptor.

Classification dHOG features are classified as change/no-
change using a robust statistical classifier. We chose to use
SVM with RBF kernel [3].

Each patch is classified as change or no-change. As
shown in [8], the classification error will decrease with the
increase of patch size. To make a trade-off between patch
size and precision, we chose a patch size of 642 pixels. Be-
cause the size of patches is relatively small and the patches
themselves can overlap, the classification result can be used
for fine segmentation.

Removal of false change detection via point cor-
respondence
Projecting Harris points from one image to the other to com-
pute the dHOG features is a strategy that can be used to han-
dle cases in rural or sub-urban areas, but which intrinsically
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fails for dense urban areas where the presence of high build-
ings predominates. Indeed, the projection of real world 3D
buildings into the 2D image plane generates (projective) dis-
tortion which amplitude and direction depend on the acqui-
sition geometry. This compels us to search for point corre-
spondence between the two images. For image pairs without
structural changes, trying to estimate a global transformation
which would map one image onto the other can only fail be-
cause we are not in conditions where global homographic or
affine transformation hypothesis are satisfied. Rather, sim-
ilarly to [6], we propose a point-to-point matching derived
from optical flow techniques.

It consists in minimising a global energy, which data
term is defined by the dHOG features while the regularisa-
tion terms are conditioned by a (known) projection direction
(note that this assume that we are in nearly epipolar geom-
etry, which is true for images that do not cover a too large
region on the ground). Hence we propose the following cost
function :
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P = {pi} and P ′ = {p′i}, i ∈ {1, ..,K} are POIs extracted
from each of the two images respectively, ~µ is a unit vector of
the normalised projection direction, N(pi) is the neighbor-
hood of pi, and Dmax is a threshold to prevent over-penalty
at the border of buildings, α is a weight factor fixed manually
on the training set. We use ICM algorithm [1] to minimise E
with respect to (p, p′). Experiments show that convergence
is reached in a few iterations. An example of matching is
illustrated in Figure 1.

Results and conclusion
An ‘easy dataset’ (i.e. which does not contain high altitude
buildings) which includes 16 positive pairs of images (i.e.
pairs of change) and 20 negative pairs are taken from geo-
registered Quickbird images 1. We perform SVM classifica-
tion 36 times with a leave-one-out procedure for evaluation.
Normalized Cross Correlation (NCC) is used as the baseline
method for comparison. To evaluate the performance of our
matching process, we add ‘difficult’ images (i.e. which con-
tain high altitude buildings with view angle variation) to cre-
ate a ‘hard dataset’. We make experiments with and without
the matching step using the same SVM classifier.

The ROC curves are illustrated in Figure 2. For the easy
dataset, dHOG features with SVM classifier perform much
better than the basic NCC. When there are view angle vari-
ations, the classification performance drops dramatically if

1Data have been labelled by the Beijing Institute of Survey and Mapping.

Figure 1: Point matching result from a pair of Quickbird
images (resolution 0.6m/pixel) acquired during 2003/2007.
Partial structural changes (top) and projective deformations
are visible.

Figure 2: Receiver operating characteristic(ROC) curve.

there is no proper preprocessing. Our matching procedure
improves significantly the results.
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